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Abstract 

Using isotope analysis of ancient (4555 Ma) radiogenic Pb by ID-TIMS as an example, I evaluate the sample size 
required to achieve the target precision of the 207Pb/206Pb ratio 0.007% (2σ), corresponding to the uncertainty 
of the 207Pb*/206Pb* age of 0.1 million years, considering various analytical uncertainties. In a hypothetical perfect 
analytical setup that would enable measuring isotopic ratios without noise, losses and biases, this precision can be 
achieved by analysis of a sample containing 2.9 picograms of Pb. Assessment of the sources of noise, loss and bias 
introduced by sample preparation and mass spectrometry shows that incomplete ionization of Pb during evapora-
tion from the filament and baseline noise of a mass spectrometer make the greatest contributions to the additional 
uncertainty. Subtraction of analytical blank and minor spike isotopes can also substantially increase the uncertainty 
under some analytical conditions. The contributions from the other sources are smaller, but can become significant 
if a higher precision level is sought.

Introduction
Samples of geological and extraterrestrial materials are 
often available only in small quantities, and this sam-
ple size restriction constrains precision of their isotope 
analysis. Specimens of extraterrestrial rocks delivered by 
sample return space missions, mineral inclusions in other 
mineral grains, individual mineral grains, fluid inclu-
sions, and components of rare meteorites are just a few 
examples among the innumerable materials that could 
have been analyzed more precisely if they were larger. 
Increasing sample sizes for these materials is either 
impossible due to limited availability, or is prevented by 
the need to resolve the internal heterogeneity of the sam-
ples. At the same time, the requirements to precision of 
isotope analysis are becoming more demanding because 
of the need to resolve smaller natural isotopic variations 
(in isotope geochemistry) and shorter time intervals (in 
geochronology).

Like any isotope analyses in geochemistry and geo-
chronology, Pb-isotope analyses in U–Pb geochronol-
ogy are burdened by multiple sources of uncertainty. In 
this paper, I discuss precision in isotope analysis in Pb-
isotopic dating of meteorites and ancient rocks using 
radiogenic 207Pb*/206Pb* ratio as an example. I review the 
limits to precision imposed by the sample size, the addi-
tional sources of uncertainty of isotopic ratios, their com-
parative significance and possible ways of minimization.

What precision of the isotopic dates do we need?
This question is meaningful for a chemist who devel-
ops analytical methods for earth science or some other 
area of research. For a geochemist, however, the obvious 
answer is “the higher precision the better”. Any improve-
ment in precision can be utilized to solve a broader range 
of geological and cosmochemical problems by isotopic 
dating. The best precision achieved in a single meas-
urement of the 207Pb/206Pb ratio in modern Pb-isotopic 
dating for meteorites and their components that are suf-
ficiently large and homogeneous is about ± 0.1–0.2  Ma 
(e.g., Amelin 2008a, b; Connelly et al. 2012, 2023; Kres-
tianinov et  al. 2023) at 2σ level, which is used through-
out this paper unless indicated otherwise. In this study, I 
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accept the precision of measurement of the 207Pb*/206Pb* 
ratio of 0.007% (Pb* denotes radiogenic Pb), which cor-
responds to precision of the age of 0.1 Ma for materials 
older than ~ 4500  Ma, as a significance threshold in the 
following discussion of the interplay between uncertain-
ties, sample size, and the factors that complicate isotopic 
analyzes. By combining several sample analyses with 
individual precision of the 207Pb/206Pb ratio of ca 0.007% 
in an isochron regression or as a weighted mean of model 
dates, we can achieve precision of the age of ~ 0.05 Ma or 
possibly higher, which slightly exceeds the state-of-the-
art of modern Pb-isotopic dating. While higher precision 
of individual analyzes is certainly desirable, it is also likely 
to also reveal more complexities in isotope systematics 
(Amelin et  al. 2009), which have to be accounted for to 
achieve the accuracy that matches precision. Since com-
plexities that could cause systematic uncertainties in Pb-
isotope analysis with precision < 0.007% are only partially 
known (e.g., mass-independent component of isotope 
fractionation during TIMS analysis) and are incompletely 
understood, the prospect of achieving the highest pos-
sible precision of Pb isotope analysis is considered to be 
beyond the scope of this paper, and is not discussed here. 
Instead, this paper focuses on the possibility of reduc-
ing sample size while maintaining the precision of the 
207Pb*/206Pb*age around 0.1 Ma, and analytical develop-
ments necessary to achieve this sample size reduction.

Relationship between precision of isotopic ratios, 
sample size, and performance of the analytical 
procedure
The ultimate limit on precision of the abundance ratio 
of isotopes A and B of some element (an analyte hereaf-
ter) is defined by the number of atoms of the isotopes of 
interest that are present in the sample. If we could con-
vert all these atoms into ions, and count these ions using 
a perfectly accurate and noise-free mass spectrometer, 
then the relative standard deviation σ(A/B) of the isotopic 
ratio A/B would be given by counting statistics (e.g., Zou 
2014):

where µ(A) and µ(A) are numbers of atoms of the isotopes 
A and B, respectively. If we analyze Pb with atomic abun-
dances of 206Pb = 25% and 207Pb = 15.5% (corresponding 
to 207Pb/206Pb = 0.62, a single-stage radiogenic compo-
sition from a 4555  Ma source with 238U/235U = 137.79) 

(1)σ(A) =
(√

µ(A)
)

/µ(A) = 1/
√
µ(A)

(2)σ(B) =
√
µ(B) / µ(A) = 1/

√
µ(B)

(3)σ(A/B) =
√
(σ (A)2 + σ(B)2)

under these perfect conditions, it would require 2.9  pg 
of Pb to achieve this precision at 2σ level, or 0.73 pg to 
achieve this precision at 1σ level.

In practice, the isotopic ratios that we measure are 
always burdened with additional uncertainty that has two 
fundamental causes: (1) the number of detected ions is 
smaller than the atoms that were present in the sample, 
and (2) noises and biases introduced by the measurement 
procedures and instrumentation. Any loss of atoms of the 
analyte during sample preparation and analysis would 
reduce the number of ions available for counting:

where x is the total yield of the procedure—ions meas-
ured per atoms present in the sample, the measure of 
effectiveness of analyte utilization following Birck (2001) 
and Schaltegger et al. (2015).

The total yield is a product of partial (ion or atom) 
yields x1, x2, etc., for all steps of sample processing and 
analysis. The value of the total yield and any of the partial 
yields can be anywhere between 0 and 1. The expressions 
for the relative standard deviation for a procedure with 
non-unity yield are:

The higher the total yield, the closer the value σ′(A/B) 
from Eq. 8 is to the value σ(A/B) from Eq. 3. If the total 
yield is equal to 1, then Eqs. 6–8 are reduced to Eqs. 1–
3. In practice, x is always substantially lower than 1. If, 
for example, x = 0.01, the number of counted ions is 100 
times lower than the number of initially available atoms 
(i.e., 99% atoms were lost during analysis), then the rela-
tive uncertainty due to counting statistics is 10 times 
larger than in the analysis of the same sample with no 
loss (x = 1). In many types of analysis, the total yield is 
lower than 0.01, and the increase of relative uncertainty 
due to atom or ion loss is even greater. In the following 
sections, I will evaluate all steps of the Pb–Pb dating pro-
cedure for loss of the analyte atoms and possible ways to 
minimize this loss.

Noise and biases introduced by imperfect perfor-
mance of analytical procedures and instrumentation 
further increase the total uncertainty of isotopic ratios. 
Each step of sample processing and isotopic ratio meas-
urement contributes an additional random uncertainty, 

(4)ν(A) = µ(A) ∗ x

(5)ν(B) = µ(B) ∗ x
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either directly or through correction of systematic uncer-
tainties, which is in turn always imperfect and uncertain 
to some extent. The total relative uncertainty Σ(A/B) 
including analytical noise and bias components can be 
expressed as

where z1, z2, etc., are uncertainties introduced by vari-
ous sources of noise and bias. It is assumed that all these 
sources of noise and bias are independent from each 
other and hence can be combined quadratically.

Uncertainties from some noise components can be 
readily quantified. For example, the effect of the amplifier 
noise can be calculated following the approach of Lud-
wig (1986) for single collector measurements and Lud-
wig (1997) for multicollector measurements, as a sum of 
uncertainties from dark noise on the peak (Eq. 10) and on 
the background (Eq. 11) for each peak:

where z12 and z22 fractional variances (i.e., variances 
divided by the square of the mean of the value measured), 
N is dark noise in A/s, P is ion beam intensity in A, and 
T1 and T2 are integration times (s) on the peak and on 
the background, respectively. These noise-related uncer-
tainties can be entered into Eq.  9 for calculation of the 
total uncertainty. The uncertainties from other sources 
are more complex, especially if they contain both ran-
dom and systematic components, such as subtraction of 
analytical blanks and correction of instrumental mass 
fractionation.

Below, I provide a semi-quantitative evaluation of each 
of the sources of noise and bias in Pb–Pb dating by ID-
TIMS. A quantitative model that accounts for uncertainty 
correlations would be desirable, although the develop-
ment of such a model is beyond the scope of this paper. 
However, there are two reasons why it can be expected 
that the results of the simple evaluation presented here 
are likely to be comparable to the results from a quan-
titative model. First, most sources of uncertainty are 
introduced by different steps of sample preparation 
and analysis, and are independent and hence uncorre-
lated. Second, the biggest uncertainty in error evalua-
tion comes from the uncertainty of input parameters, or 
from omission of possibly significant uncertainty com-
ponents, rather than from the model. Therefore, I think 
that the simple but comprehensive semi-quantitative 
assessment of uncertainties presented here is expected 

(9)
�(A/B) =

√
(σ ′(A/B)2 + z12 + z22 + · · · + zn2)

(10)z12 = N 2/

(

P2 ∗ T1

)

(11)z22 = N 2/

(

P2 ∗ T2

)

to provide a reasonable guidance for the future analytical 
developments.

Maximizing the number of detected ions
In Pb-isotopic dating by ID-TIMS, each fraction (e.g., a 
fragment of a rock or its component, such as a chondrule 
or Ca-Al-rich inclusion, or a mineral fraction consisting 
of one or more mineral grains and/or fragments), is sepa-
rated from host rock, cleaned by some mechanical and/
or chemical means, spiked, dissolved, and put through 
some chemical separation procedure to extract Pb and U 
that are sufficiently pure for isotopic analysis with TIMS. 
The separated elements are loaded on metal filaments, 
and ionized in a mass spectrometer. The ions that reach 
collector are registered by an analog beam current meas-
uring device (such as a Faraday cup connected to an elec-
trometer amplifier), or counted with a secondary electron 
multiplier or a Daly detector.

Loss of Pb* during sample preparation
In evaluation of the Pb yield in sample preparation for 
isotopic dating, we have to consider two factors. The first 
is the direct loss during sample dissolution and chemical 
separation of Pb. In carefully executed modern dissolu-
tion and separation procedures, these losses are minimal. 
If all minerals in the sample are completely decomposed 
during dissolution in hydrofluoric acid (using, if neces-
sary, high-temperature, high-pressure bombs, Krogh 
1973), and formation of insoluble fluorides is prevented 
(Yokoyama et al. 1999), then the loss of Pb during sample 
dissolution is insignificant.

Likewise, the commonly used procedures of anion 
exchange separation of Pb where the sample is loaded, 
and the major elements are removed, in dilute hydrobro-
mic acid (Korkisch and Hazan 1965; Strelow and Toerien 
1966) have very high yields. Due to high distribution 
coefficients > 1000 for Pb between anion exchange resin 
(AG1 × 8) and 0.1–0.5  M HBr solutions (Guseva 2007), 
modern column separation procedures have Pb yields 
of about 97–98% (Kamber and Gladu 2009), while main-
taining low blanks and effective separation of matrix ele-
ments. The loss of Pb during properly tested dissolution 
and anion exchange separation procedures is therefore 
negligible and does not measurably contribute to the 
uncertainty expansion.

The second potential cause of Pb-loss is the need to 
eliminate parts of the sample with disturbed or contami-
nated U–Pb systems. This is achieved by procedures such 
as chemical abrasion in zircon dating (Mattinson 2005, 
2011; Mundil et al. 2004), and multistep partial dissolu-
tion of meteorites (Amelin and Krot 2007; Connelly and 
Bizzarro 2009). When we use these procedures, we seek a 
balance between maximizing the amount of Pb* available 
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for analysis, and keeping the geochemical system clean, 
simple, and closed.

Chemical abrasion of zircon exists in two versions. 
The first one is the procedure of Mattinson (2005, 2011) 
where a multigrain fraction is sequentially leached in 
several portions of HF with increasing temperature, con-
centration and/or time. In this procedure, all step lea-
chates are analyzed, and all radiogenic Pb is accounted 
for. This procedure is extremely effective at removing 
zircon material that experienced loss of radiogenic Pb, 
but unfortunately it gives accurate age only for zircon 
populations that are completely free from inherited or 
xenocrystic components. Therefore, it is not applicable 
to timescale geochronology of felsic volcanic rocks where 
zircon grains that pre-date eruption are commonly pre-
sent. The second is the single-grain version of chemi-
cal abrasion, pioneered by Mundil et al. (2004) and now 
universally adopted by the geochronology community. 
Single-grain chemical abrasion allows effective detection 
of pre-eruption zircon components (cores, xenocrysts 
and antecrysts), but because the amount of U and Pb* 
in a single zircon grain is small, usually only one leach-
ing step is performed, and only the residue is analyzed. 
Evaluation of the loss of Pb* in such procedure is difficult. 
However, in the study of conditions of zircon chemical 
abrasion by Huyskens et al. (2016) single grains of three 
zircon reference materials were subjected to two steps 
of HF leaching before dissolution, and the last step lea-
chate was analyzed for U–Pb along with the residue. The 
distribution of Pb* in leachate-residue pairs (Fig. 1) dem-
onstrates that between 53 and 98% of Pb is contained in 
the residue, with the mean value of 85 ± 10%, with almost 
no dependence on the age of the zircon and conditions 
of leaching. These data demonstrate that the loss of Pb* 
in the modern single grain chemical abrasion is in most 
cases not a significant problem, and does not measurably 
enlarge the uncertainty.

In U–Pb chronometry of meteorites, it is rarely pos-
sible to extract and analyze minerals that contain U and 
radiogenic Pb, but no other Pb components. More com-
monly, an age determination is based on a 207Pb/206Pb 
versus 204Pb/206Pb isochron regression for a series of 
fractions containing various proportions of single-stage 
radiogenic Pb and initial Pb, but no other Pb compo-
nents. Such a regression satisfies the requirements of the 
isochron model, and, if the other input parameters and 
corrections (e.g., blank subtraction, 238U/235U, half-lives, 
etc.) are accurate, it yields an accurate 207Pb*/206Pb* age 
(e.g., Amelin et  al. 2005a; Connelly et  al. 2017). In the 
absence of initial Pb, a binary mixture of Pb* and one 
other homogeneous Pb component (e.g., contaminant 
Pb) can also yield an accurate isochron age. Multistep 
acid leaching of meteorites and their components is 

Fig. 1 Distribution of radiogenic Pb between HF leachates 
and residues of single grains of zircon reference materials Temora, 
M16401, and OG1, based on the data in Table 1 of Huyskens 
et al. 2016. X scale shows the percentage of the total Pb* 
in leachate-residue pairs contained in the residue. Y-scale shows 
the number of zircon grains within each distribution bin
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intended to reduce a natural mixture of multiple Pb com-
ponents with various origins and isotopic compositions 
to a binary Pb isotopic mixture.

Effectiveness of multistep leaching varies greatly 
depending on the composition and mineralogy of the 
extraterrestrial material. In favorable cases where the 
meteorite or its component is enriched in U and/or 
depleted in non-radiogenic Pb, and the solubility of min-
erals containing different Pb components in acids varies 
substantially, a simple 2–3 step leaching in  HNO3 and 
HCl is sufficient to reduce contaminant Pb in the residue 
below the detection limit, and to produce a binary mix-
ture of nearly pure radiogenic Pb and a small amount of 
initial Pb of primordial isotopic composition (Tatsumoto 
et al. 1973; Blichert-Toft et al. 2010). Many, although not 
all, achondrites, and Ca-Al-rich refractory inclusions 
belong to this category. The magnitude of loss of radio-
genic Pb during step leaching is illustrated by the data 
for ungrouped achondrites Erg Chech 002 (Krestianinov 
et al. 2023) and Northwest Africa (NWA) 6704 (Amelin 
et al. 2019), shown in Figs. 2 and 3, respectively. Between 
ca. 40% and 80% of radiogenic Pb in pyroxene and whole 
rock is located in the residues, which typically contain the 
most radiogenic Pb (at least in the absence of HF leach-
ing steps), and are the primary data for obtaining precise 

isochron age. The radiogenic Pb that is present in the ear-
lier leaching steps can be considered an inevitable loss 
of the current step leaching procedures, because these 
leachates usually contain three or more Pb components 
(radiogenic, initial, and one or more contaminants), and 
cannot be included in isochron regressions. This loss cor-
responds x between 0.4 and 0.8 in Eqs. 4–8 and translates 
into a ca. 1.1–1.6 times increase of the uncertainty com-
ponent related to counting statistics.

Some meteorite components, such as chondrules, often 
contain more abundant non-radiogenic Pb that is also 
spread among various minerals, so obtaining the data 
usable for calculation of precise Pb–Pb ages requires 
more extensive and more aggressive leaching procedures 
(Connelly and Bizzarro 2009; Bollard et al. 2017). In the 
most difficult cases, non-radiogenic Pb is both perva-
sive and resilient to acid leaching, and even the proce-
dure with up to 12 leaching steps, including 5 steps of HF 
leaching, would create only a small spread of the Pb–Pb 
isochron (Merle et al. 2020). Dating such stubborn rocks 
would greatly benefit from development of alternative 
procedures that would separate mineral phases that pre-
dominantly contain radiogenic or non-radiogenic Pb 
components by other physical or chemical properties, 
e.g., volatility.

Fig. 2 Distribution of radiogenic 206Pb between leaching steps in whole rock and mineral fractions of ungrouped achondrite Erg Chech 002 (data 
from batch A167 in Supplementary Data Table 1 of Krestianinov et al. (2023). WR1 and WR2—whole rock fractions, oPx—orthopyroxene, cPx—
clinopyroxene, Pl—plagioclase. Leaching steps: W1—0.5 M  HNO3 at ambient temperature with ultrasonication, W2a—hot 7 M  HNO3, W2b—hot 
6 M HCl, R—dissolution in hot concentrated HF +  HNO3
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The loss of radiogenic Pb in modern sample prepara-
tion is thus usually small, and the associated expansion 
of uncertainty is relatively minor. The critical condition 
of success in using these procedures is their application 
to materials that are naturally enriched in U and radio-
genic Pb, and/or depleted in non-radiogenic Pb, such as 
zircon and many achondrites and refractory inclusions. 
If we apply the same procedures in an attempt to date 
materials that are disturbed by U and Pb migration (e.g., 
metamict zircon), or contain multiple non-radiogenic Pb 
components, reliable age determination becomes more 
difficult and, in some cases, impossible. These difficult 
cases also require more harsh sample leaching, with asso-
ciated more extensive loss of radiogenic Pb.

Loss of Pb in mass spectrometry
In thermal ionization mass spectrometry, any analyte, 
including Pb, can be lost during loading of the sample 
on the filament, and due to incomplete evaporation from 
the filament, incomplete ionization, and less than 100% 
transmission of the mass spectrometer. The first two 
mechanisms of Pb loss are trivial, and can be avoided 
by optimizing the procedure. The loss during filament 
loading can occur if the sample solution contains organ-
ics from ion exchange columns, and adheres to the vial 
and to the pipette tip or capillary tubing that is used for 

transferring from the vial to the filament. This sticking, 
and related sample loss, can be prevented by decompos-
ing organics by heating the sample with oxidizing agents 
such as concentrated  HNO3, aqua regia (an  HNO3–HCl 
mixture), or hydrogen peroxide.

The loss of Pb due to incomplete evaporation can be 
avoided by recording the ion beam during the total dura-
tion of analysis, from inception of ion emission to com-
plete exhaustion of the sample, in a procedure known as 
total evaporation TIMS (Callis and Abernathey 1991). In 
the common current practice of TIMS analysis of sub-
nanogram quantities of Pb, the samples are effectively 
analyzed with total evaporation, either with continu-
ous heating during the run (Amelin and Davis 2006), or 
by maintaining of a constant intensity by incremental 
increase of the filament current between blocks. The 
losses of Pb due to loading problems and incomplete 
evaporation are thus easily manageable and are minor in 
well-established analytical procedures.

Processes within a mass spectrometer can significantly 
reduce the number of Pb ions available for detection. 
Since the total ion yield determined from mass spec-
trometer analysis of known quantities of Pb by TIMS 
is a product of transmission and ionization efficiency, I 
have to discuss the transmission first in order to evalu-
ate the role of incomplete ionization. Transmission can 

Fig. 3 Distribution of radiogenic 206Pb between leaching steps in whole rock and mineral fractions of ungrouped achondrite Northwest Africa 6704 
(Amelin et al. 2019). Green bars—pyroxene, blue bars—plagioclase. Leaching steps: W1—0.5 M  HNO3 at ambient temperature with ultrasonication, 
W2—combined hot 7 M  HNO3 and hot 6 M HCl, R—dissolution in hot concentrated HF +  HNO3



Page 7 of 25Amelin  Journal of Analytical Science and Technology           (2024) 15:22  

be evaluated from total evaporation runs of elements 
with low first ionization energy, such as alkaline metals 
Cs (3.89 eV), Rb (4.18 eV), or K (4.34 eV), which ionize 
in the TIMS source practically quantitatively. The distri-
bution of total evaporation TIMS runs of potassium on 
a modified MAT 261 mass spectrometer at the Austral-
ian National University (Amelin and Merle 2021) is dis-
played in Fig. 4. The mode of the distribution is ca. 25%, 
but several runs show total ion yields as high as 50–70%. 
The total ion yield of 50% has also been reported by Birck 
(2001) for cesium. From these data, the transmission of 
well-tuned modern TIMS instruments can be estimated 
to be 50–70% or higher, and not being among the major 
causes of Pb ion loss. This estimate probably applies to all 
TIMS instruments with “extended geometry”, designed 
and built since early 1980s.

The distribution shown on Fig.  4, however, indicates 
that ion yields achieved in most K analyses are between 
20 and 30%, i.e., about half of the maximum values. Vari-
ations of the ion yield values in these analyses are most 
likely related to the small dispersion of filament geometry 
among the loads, and the related need to compensate 
the imperfect peak shapes by using lens focus settings 
that yield adequate peak shapes but lower transmission. 
These data show the importance of reproducible filament 
geometry, and keeping the mass spectrometer clean and 
well-tuned, as well as using the more recent designs of 
the TIMS source that are less sensitive to variations in 

the filament geometry, in order to avoid an up to 50% 
reduction in transmission.

The total ion yield of Pb isotope analysis with the 
currently universally adopted single-filament, emitter-
assisted ionization technique with the best silica gel 
emitters (Gerstenberger and Haase 1997; Huyskens et al. 
2012) reaches ca. 10%. Average values of ion yield in Pb 
isotope analysis of samples and standards during various 
studies at the Research School of Earth Sciences, Aus-
tralian National University, performed on Triton Plus 
and modified MAT 261 mass spectrometers between 
2008–2022 varies between 2.9–4.6% (Fig. 5, and Fig. S2 
in Amelin et al. 2010). The difference between maximum 
and average ion yields in Pb isotope analyses (Fig. 5) is 
similar to the difference between maximum and aver-
age ion yields in K isotope analyses (Fig.  4), and, like 
the latter, is probably related to the variations in trans-
mission. Considering the contribution of transmission 
variations, the ionization efficiency of the best available 
silica gel emitters can be estimated at ca. 10%, i.e., about 
90% of Pb is evaporated from the filament in neutral 
atomic form. Therefore, the uncertainty expansion due 
to incomplete ionization can be estimated as 1/√0.1 ≈ 
3.2. The uncertainty expansion due to combined real-life 
transmission and ionization efficiency, estimated from 
the average measured ion yields of 4.6–2.9% (Fig. 5 and 
Amelin et al. 2010), is about 4.7–5.9. This is the most sig-
nificant source of uncertainty related to Pb loss.

Fig. 4 Total ion yield for potassium in modified MAT 261, from Amelin and Merle (2021). All samples are measured using the total evaporation 
procedure
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Minimizing analytical noise and bias
In a similar manner to evaluating Pb loss in the previ-
ous section, I will go through the steps of the analytical 
procedure in order to detect the sources of analytical 
noise and bias. Quantification of additional uncertainties, 
however, requires a different approach. The relative con-
tribution of the noise components (blank and detector 
noise) to the total uncertainty depends on the sample size 
or ion beam intensity and becomes larger as the sample 
size decreases. The processes that cause analytical biases 
(leaching-induced fractionation of radiogenic isotopes, 
and mass-dependent and mass-independent isotopic 
fractionation in TIMS) introduce systematic uncertain-
ties in the measurements, and correction of these sys-
tematic uncertainties is burdened with some random 
uncertainties. The latter depend on the nature and vari-
ability of the bias, and the correction procedure, but gen-
erally tend to be independent of the sample size.

Fractionation of radiogenic isotopes of Pb caused by acid 
leaching
Step leaching in acids that is used for removal of non-
radiogenic Pb (section “Loss of Pb* during sample prepa-
ration” above) can cause either congruent or incongruent 
dissolution of minerals. In case of congruent dissolu-
tion, all mineral constituent elements go into solution, 
and elemental ratios in solution are equal to those in the 
mineral. In case of incongruent dissolution, the min-
eral structure is broken down such that some elements 
go into solution, while the other elements remain in the 
solid phase. In practice of step leaching, it is generally 
unknown whether mineral dissolution is congruent or 
not, but commonly observed variations of U/Pb element 
ratio even in dissolution of single mineral species suggest 
that dissolution is typically incongruent.

Fig. 5 Total ion yield in Pb isotope analyses of standards 
(NIST SRM981 and EarlyTime 1×) and samples at the Research 
School of Earth Sciences, Australian National University. All 
samples and standards were loaded with 0.3% Aldrich silica gel 
emitter (Huyskens et al. 2012). A Analyses of rock and mineral 
fractions of achondrites NWA 6704 and NWA 6693 on Triton Plus 
between 2012–2017 (data from the table EA4 of Amelin et al. 2019). 
B, C Analyses of samples (B) and standards (C) for various projects 
on modified MAT 261 in 2021–2022

◂
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Isotopic fractionation between radiogenic 206Pb* and 
207Pb* induced by acid leaching of zircon with sub-
stantial radiation damage was described by Davis and 
Krogh (2000). The possibility that similar fractionation 
can accompany elemental fractionation in incongru-
ent dissolution of meteorite materials induced by acid 
leaching was predicted by Amelin et al. (2009), and first 
observed by Amelin et  al. (2010) in a study of Allende 
Ca-Al rich inclusion (CAI) SJ101, where the effect was 
caused by a prolonged treatment in hot 9 M HBr. Simi-
lar fractionation was subsequently observed in studies of 
the U–Pb system in achondrite pyroxenes leached with 
dilute HF (Wimpenny et al. 2019; Amelin et al. 2019). A 
detailed study of leaching-induced fractionation of the 
207Pb*/206Pb* ratio (Amelin et  al. 2024) in achondrites 
NWA 4801, NWA 10132 and Erg Chech 002 showed 
that if 207Pb*/206Pb* fractionation induced by HF leach-
ing goes unnoticed and unchecked, it can produce sig-
nificant biases of ~ 0.07–0.14% in the 207Pb*/206Pb* ratios, 
corresponding to the biases of 1–2  Ma in 207Pb/206Pb 
ages. These biases can thus be about an order of magni-
tude larger than our target age precision of 0.1 Ma (sec-
tion “What precision of the isotopic dates do we need?”). 
These age biases were observed in leaching pairs with 
highly radiogenic Pb, and cannot be explained by mix-
ing between radiogenic Pb and two non-radiogenic Pb 
components (primordial, and introduced by terrestrial 
contamination). The observed isotopic fractionation 
is thought to be caused by the size difference between 
α-recoil tracks in the decay chains of 238U and 235U, and 
by the exsolution of primary pigeonite, leading to the 
formation of a lamellar structure consisting of augite 
and low-Ca pyroxene in either post-magmatic or meta-
morphic reactions. Fortunately, detrimental effect of this 
fractionation can be reversed by performing a numeric 
recombination of partial leachate and residue data (Ame-
lin et al. 2024). Currently, it is unclear how pervasive the 
leaching-induced isotopic fractionation is when consid-
ering the practical application of Pb-isotopic chronology 
to meteoritic materials. It is important to be aware of its 
effects and to continue to search for an appropriate non-
radiogenic Pb removal technique that does not fraction-
ate radiogenic 207Pb* and 206Pb*.

Subtraction of analytical blanks
Analytical blanks of procedures used in Pb-isotopic dat-
ing show how much extraneous Pb has been introduced 
to the samples during dissolution, chemical separa-
tion, and mass spectrometry. The added extraneous Pb 
(referred to as blank hereafter) has to be subtracted in 
order to achieve accurate age calculation. The blank value 
is burdened with both systematic and random uncer-
tainties, which reflect the accuracy and variability of the 

blank, and can significantly influence calculated Pb-iso-
topic ratios and 207Pb*/ 206Pb* dates (Fig. 6). Furthermore, 
accuracy and uncertainty of the blank Pb isotopic com-
position also influence the calculated dates.

The model for assessment of the effects of blank val-
ues on calculated Pb-isotopic ratios and 207Pb*/ 206Pb* 
dates is presented in Additional file  1: Table  S1, and its 
results are plotted in Figs. 7 and 8. The modeling is based 
on analysis ET1x ZN 110 of the reference material Early-
Time 1x, a synthetic isotopic mixture that simulates the 
radiogenic isotopic composition of Pb at ca. 4560  Ma, 
and has 206Pb/204Pb ratio of ca. 2400. The load containing 
ca. 88 pg of 206Pb (ca. 200 pg of total Pb), and ca. 23 pg 
of 205Pb was measured on the modified MAT 261 mass 
spectrometer in April 2022 using secondary electron 
multiplier (for 206Pb/204Pb) and a Faraday cup array with 
 1011 Ω amplifiers (for all isotopes other than 204Pb). The 
data are reduced using modified AnySpike worksheet of 
Schmitz and Schoene (2007). Instrumental fractionation 
was corrected using measured 202Pb/205Pb ratio in the 
spike (Amelin and Davis 2006) and exponential fractiona-
tion model. The detailed information about the analysis 
and parameters used in data processing are shown in 
the footnote of Additional file  1: Table  S1. This analysis 
represents the best quality of analysis of a small load of 

Fig. 6 Schematic presentation of Pb–Pb isotopic data processed 
assuming low blank and high blank. Small ellipse corresponds 
to the blank assumed during data reduction: of 0.05 pg with 28% 
uncertainty, large ellipse—to the blank of 2 pg with the same relative 
uncertainty. Green arrow shows a mixing line between radiogenic 
Pb and the blank. Red arrow shows the direction toward primordial 
Pb, which is assumed to represent initial Pb in the sample. 
Semi-transparent red vertical bars on the y-axis represent projections 
of the ellipses from the point of primordial Pb, i.e., the 207Pb*/206Pb* 
dates and their uncertainties calculated assuming blanks of 0.05 pg 
and 2 pg, respectively
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reference material ET1x that could be achieved with the 
 SPIDE2R lab (RSES, ANU) analytical setup.

The following blank parameters are used by default as 
a reference value for comparisons and are shown with 
dashed ellipses with increased line thickness. The default 
blank value of 0.50 ± 0.14  pg (28% RSD), which is typi-
cal for processing of meteorite samples at the  SPIDE2R 
lab using the procedures of Amelin et  al. (2010, 2019, 
2024) in 2021–2022. In analyses of meteorite samples 
at the  SPIDE2R lab the uncertainties of the blank values 
are estimated by measuring several blanks with each 
sample batch, and represent the within-batch repro-
ducibility rather than long-term reproducibility. The 
blank uncertainty of 28% is a typical value for recently 
measured sample batches. Blank isotope composi-
tions and its RSD uncertainty (206Pb/204Pb = 17.66, 3.1%, 
207Pb/204Pb = 15.45, 1.98%) are average values of 123 dis-
solution and chemistry blanks measured in the batches 
A142-A186 in 2017–2022 measured alongside mete-
orite samples at the  SPIDE2R lab over the same period 
of time. Our blank isotope ratios and uncertainties are 
close to the values reported by the EARTHTIME com-
munity: 206Pb/204Pb = 18.41, 2.6%, 207Pb/204Pb = 15.41, 
1.88% (Table  5 in McLean et  al. 2015). In each of the 
three sections of the Additional file 1: Table S1 two out 
three parameters are fixed at the default values, and one 
is varied as shown in the column B. This approach allows 
us to evaluate the effect of each of the three parameters 
separately.

The effect of varying blank value is shown in Figs.  7a 
and 8a. The uncertainty of 207Pb*/206Pb* date, calcu-
lated with zero blank or with zero blank uncertainty, 
is ± 0.14  Ma, and comprises combined contributions 
from uncertainty of the fractionation-corrected meas-
ured 207Pb/206Pb ratio and uncertainty of the isotopic 
composition of the spike. The blank-related 207Pb*/206Pb* 
date uncertainty (red symbols and red line in Fig.  8a) 
is insignificant for blanks below 0.2  pg, and gradually 
increases from 0.05  Ma for the default blank value of 
0.5 pg, and to 0.27 Ma for a 2.6 pg blank. At the blank of 
ca. 1.5 pg the contributions to the total uncertainty from 
the blank subtraction, and from mass spectrometry and 
spike uncertainties, are equal. At higher blank values, 

blank subtraction becomes the dominant contributor to 
the total age uncertainty.

The effect of varying blank uncertainty is shown in 
Figs.  7b and 8b. In this case, the blank value is fixed at 
0.5  pg, and the blank uncertainty is varied from 0 to 
2000%. The effect of varying the blank uncertainty on the 
uncertainty of 207Pb*/206Pb* date is insignificant for blank 
uncertainty up to 200%. In any reasonably well-estab-
lished procedure for Pb-isotopic analyses, blank variabil-
ity does not exceed 50–100%, so this component of the 
total uncertainty is insignificant.

The influence of the uncertainty of the blank isotopic 
ratio on the 207Pb*/206Pb* dates is shown in Figs. 7c and 
8c. Our estimated uncertainties of blank 206Pb/204Pb 
and 207Pb/204Pb of ca. 3% and 2%, respectively, contrib-
ute additional uncertainty of 0.05 Ma, about three times 
smaller than the contributions from mass spectrometry 
and spike subtraction.

Evaluation of the blank subtraction effects presented 
above, as well as assessments of the blank-related uncer-
tainties in Pb-isotopic data by Connelly et al. (2021) and 
Gaynor et  al. (2022) show that accuracy and isotopic 
composition of Pb analytical blanks can  make signifi-
cant contribution to the total uncertainty. For the preci-
sion of measured, fractionation-corrected 207Pb/206Pb is 
about 0.003–0.004%, the blank level and uncertainties 
such as used in the example above are adequate, but fur-
ther improvements in analytical precision and sensitivity 
would require blank reduction, and more precise knowl-
edge of its isotopic composition.

A detailed discussion of the strategy of further reduc-
tion of blanks and related analytical uncertainties would 
be beyond the scope of this paper, and here I just outline 
some general points. It would require identification and 
ranking of blank components, evaluating the causes of 
their variability, and checking consistency between the 
total blanks and the sum of partial blanks. Cleaner ion 
emitters, better methods of cleaning labware to assure 
the absence of sample memory and cross-contamination, 
maintaining dust-free laboratory environment, using the 
cleanest possible reagents and resins, and refining sample 
handling procedures are likely to contribute to achieving 
lower and more consistent blanks.

(See figure on next page.)
Fig. 7 Pb-isotopic data for a reference material EarlyTime 1× (analysis ZN 110) processed with varying blank values (A), uncertainties in blank values 
(B), and uncertainties of blank isotopic compositions (C). Blank value of 0.50 ± 0.14 pg (28% uncertainty) is typical for Pb procedure that was used 
for processing of meteorite samples at the  SPIDE2R lab, RSES, ANU (Amelin et al. 2010, 2019, 2024). Blank isotope composition and its uncertainty 
(204Pb/206Pb = 0.05663, 3.1%, 207Pb/206Pb = 0.87882, 0.61%) are the average values measured alongside meteorite samples at the  SPIDE2R lab 
in 2021–2022. These blank parameters are used a reference value for comparisons, and are shown with dashed ellipses with increased lime 
thickness. The blank values (pane A) are from 0 to 2 pg with 28% uncertainty. Blank uncertainty values (pane B) are between 0 and 100% 
and are applied to 0.5 pg blank. Uncertainties of blank isotopic composition are calculated by multiplying the uncertainty reference values (3.1% 
for 204Pb/206Pb and 0.61% for 207Pb/206Pb) by factors between 0.1 and 20. Further details can be found in the Additional file 1: Table S1
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Fig. 7 (See legend on previous page.)
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A separate, although related, topic is the isobaric inter-
ferences in Pb isotope analyses, most importantly on the 
low-abundance isotopes, which can compromise deter-
mination of the blanks and their variability, as well as 
the measurement of 204Pb in the samples. These interfer-
ences are likely to have masses that are slightly different 
from the masses of Pb isotopes, but cannot be completely 
resolved due to low mass resolution (around 400) of 
TIMS instruments. However, the volatility of the interfer-
ing species is likely to be different from volatility of Pb. 
Therefore, the absence of interferences can be verified 
by measuring the samples (and reference materials and 
blanks) over sufficiently broad range of temperatures, 
and assuring that the ratios of the least abundant isotope 
204Pb to more abundant (and hence less interference-
prone) isotopes remain constant. Such a measurement 
procedure would be well aligned with the total evapora-
tion approach that is used to maximize the total ion yield 
(section “Loss of Pb in mass spectrometry” above).

Correction of mass‑dependent fractionation
Another source of uncertainty introduced by Pb iso-
tope analysis in TIMS is fractionation of isotopes during 
evaporation from the filament. The largest fractionation 
component is mass-dependent. Its magnitude is on the 
order of 0.1–0.2% per atomic mass unit (amu), which is 
ca. 15–30 times larger than the significance threshold of 
0.007% adopted in this study. Furthermore, the isotopic 
composition of Pb that is evaporated from the filament 
gradually shifts toward heavier isotopic composition due 
to preferential evaporation of lighter isotopes.

The effect of isotopic fractionation in TIMS can be cor-
rected by external or internal “normalization” of all meas-
ured isotopic ratios to the known value of one isotopic 
ratio. External normalization is performed by measuring 
reference materials with known isotopic composition, 
and applying average fractionation values to analyses of 
samples. For Pb, this method has uncertainty of ca. 0.03–
0.05% per amu, which is ca. 4–7 times larger than our 
significance threshold. In addition, this method provides 

accurate correction only if analytical conditions, includ-
ing presence of organics and residual matrix elements 
from sample preparation, are identical for reference 
materials and unknowns. This poses a problem when 
we use pure salts of Pb as reference materials to correct 
fractionation in analyses of Pb chemically separated from 
rocks and minerals. External fractionation correction 
thus cannot be considered satisfactory when we aim to 
achieve precision of the 207Pb/206Pb ratios ca. 0.007% or 
better.

Using double spike (Dodson 1963) provides more 
precise and accurate isotopic fractionation correction, 
including compensation of changing of measured iso-
topic compositions during analysis, similar to “internal” 
normalization in isotope analysis of elements (e.g., Sr 
and Nd) that have at least one isotopic ratio that can be 
considered invariable. In the “classical” version of dou-
ble spiking (Compston and Oversby 1969), Pb separated 
from the sample is split into two aliquots, one of which 
is spiked with a mixture of two natural Pb isotopes, most 
commonly 207Pb and 204Pb, before loading on the fila-
ment, while the other is measured unspiked. In the alter-
native version (Todt et  al. 1996), a spike made of two 
artificial isotopes 202Pb and 205Pb is added to the sam-
ple before dissolution and chemical separation, thereby 
enabling direct internal normalization. This approach 
requires only one mass spectrometer run, from which 
precise fractionation-corrected Pb isotopic composition 
as well as Pb concentration are calculated.

The advantages of the 202Pb-205Pb double spike com-
pared to 207Pb-204Pb and other “natural isotope” double 
spikes in efficiency, simplicity of use, and most impor-
tantly, the absence of risk that an unspiked aliquot gets 
accidentally contaminated with 207Pb and 204Pb, make 
this spike a clear choice for Pb-isotopic and U–Pb analy-
ses. Modern implementations of this spike (Amelin and 
Davis 2006; Condon et al. 2015) brought about the cur-
rent precision level of Pb isotope analysis in  10−11–10−9-g 
quantities, and provide a firm background for improve-
ment of the other aspects of Pb isotope analytical 

Fig. 8 Uncertainty of the 207Pb*/206Pb* model dates for the reference material EarlyTime 1 × calculated from the data processed with varying 
blank parameters: blank value, blank uncertainty, and uncertainty of the blank isotopic composition. The data processing parameters are described 
in the caption of Fig. 7. The data are calculated using the uncertainties of the measured isotopic ratios and uncertainties of the spike isotopic 
compositions as shown in the footnote of the Additional file 1: Table S1. Model dates and their uncertainties are calculated from two-point 
207Pb/206Pb versus 204Pb/206Pb isochrons that include primordial Pb as the second point (initial isotopic composition), regressed in IsoplotR 
(Vermeesch 2018) using the default maximum likelihood model. The data points corresponding to default values of the blank parameters are 
encircled. Blue and red lines show total uncertainties and blank-related uncertainty components, respectively. Horizontal black dashed line shows 
the level of uncertainty from measured isotopic ratios and spike isotopic compositions at zero blank. A Uncertainty of the 207Pb*/206Pb* model 
date versus blank value (picograms). B Uncertainty of the 207Pb*/206Pb* model date versus relative uncertainty (%) of the blank. C Uncertainty 
of the 207Pb*/206Pb* model date versus uncertainty of the blank isotopic composition, expressed as a multiplier to the accepted value of the Pb 
blank uncertainty at RSES ANU in 2020–2022

(See figure on next page.)
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Fig. 8 (See legend on previous page.)
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techniques. Unfortunately, the availability of the 202Pb-
205Pb double spike and its components is limited, and 
this could pose the problem in the future as the current 
stocks are running out.

A potential problem with the normalization procedure 
is that isotopic fractionation of elements during evapo-
ration can follow various patterns or “laws” (e.g., Russell 
et al. 1978; Hart and Zindler 1989; Davis et al. 2015). This 
is an important technical issue in isotope analyses where 
precision at the part per million level is required. How-
ever, it is likely to be less of a problem for Pb. The dif-
ferences between isotopic ratios for light elements such 
as Mg and Ca corrected for fractionation using different 
fractionation “laws” (excluding the internally inconsist-
ent and largely abandoned “linear law”) are less than 5% 
of the overall magnitude of fractionation. If the same 
relationship holds for Pb, we can expect the additional 
uncertainty due to the choice of fractionation “law” to 
be around 0.01% in the worst case, and commonly much 
lower, and hence below our significance threshold. It 
would be highly desirable to explore the pattern of mass-
dependent fractionation of Pb during evaporation from 
silica gel in the future, as the total uncertainties of analy-
ses get lower.

Spike subtraction
In addition to the main isotopes 202Pb and 205Pb, dou-
ble spikes that are used for calculating Pb concentration 
and correction of isotope fractionation contain small 
amounts of 204Pb, 206Pb, 207Pb and 208Pb. For accurate cal-
culation of natural 204Pb/206Pb and 207Pb/206Pb ratios, the 
quantities of 204Pb, 206Pb and 207Pb derived from the spike 
have to be subtracted from the total measured quantities 
of these isotopes, in a manner similar to the blank sub-
traction. The uncertainty in the 207Pb/206Pb ratio intro-
duced by spike subtraction depends on the abundance of 
minor isotopes, uncertainty of their abundance, and the 
sample / spike mixing ratio.

The abundance of minor isotopes is defined by the 
preparation of enriched 202Pb and 205Pb. In the currently 
used 202Pb-205Pb spikes and their components (Wasser-
burg et al. 1977; Todt et al. 1996; Amelin and Davis 2006; 
Condon et al. 2015; McLean et al. 2015; Huyskens et al. 
2016), the ratios of minor Pb isotopes to 205Pb (or 202Pb) 
are mostly between  10−4 and  10−3, with the exception of 
elevated abundance of 206Pb in the 205Pb spike prepared 
by proton irradiation of 206Pb with subsequent decay of 
205Bi to 205Pb (Parrish and Krogh 1987). Considering lim-
ited availability of these spikes, the researchers who use 
the spike have no control over the abundances of minor 
isotopes, unless they undertake an ab  initio preparation 
of 202Pb and 205Pb.

While the abundances of minor Pb isotopes 202Pb-205Pb 
spikes cannot be easily reduced, they can be measured 
more precisely, and this would facilitate more precise and 
accurate spike subtraction. Precise determination of the 
minor Pb isotope abundances is, however, complicated 
by the contribution from loading blanks, which is greatly 
amplified by the large difference in isotope composition 
between the spike and the blank. Blank-corrected spike 
isotopic composition can be determined from spike-
blank mixing lines, constructed by running various quan-
tities of the spike, as described in detail by McLean et al. 
(2015) and Huyskens et  al. (2016). The 2σ uncertainties 
of the ratios between minor isotopes of Pb and 205Pb 
are around 10–20% (Condon et al. 2015; Huyskens et al. 
2016).

Mixing ratio between the sample and spike Pb varies 
between samples, and is within control of the analyst. 
The optimal mixing ratio is a trade-off between having 
sufficient number of 202Pb and 205Pb for precise meas-
urement of the 202Pb/205Pb ratio and calculating precise 
fractionation correction, and keeping the uncertainty 
of spike subtraction sufficiently low. The dependence of 
uncertainty in the 207Pb*/206Pb* date on the sample-spike 
mixing ratio (expressed by measured 206Pb/205Pb ratio) is 
shown in Fig. 9 for uncertainties of the spike 204Pb/205Pb, 
206Pb/205Pb, 207Pb/205Pb and 208Pb/205Pb ratios of 10%, 
20% and 30%. For 206Pb/205Pb ≥ 1 and uncertainties of 
spike minor isotope abundances of 10–20%, the typi-
cal current precision level, the contribution to the 
207Pb*/206Pb* date uncertainty from spike subtraction is 
below the accepted significance threshold of 0.1 Ma, and 
becomes insignificant at higher sample to spike ratios. 
On the other hand, for overspiked samples the subtrac-
tion of spike can be a significant, and possibly dominant, 
component of the total date uncertainty, especially if 
the spike isotopic composition is less precisely known. 
It should be noted that Fig. 9 gives only a crude evalua-
tion of the spike subtraction uncertainty, because it does 
not account for possible error correlations between indi-
vidual ratios of minor isotopes in the spike. Nevertheless, 
it clearly shows that the currently available 202Pb-205Pb 
spiked can be used to measure 207Pb*/206Pb* ratios with-
out significant additional uncertainty if their isotopic 
compositions are more precisely measured, and the 
206Pb/205Pb ratios above 1 are maintained.

Mass‑independent isotopic fractionation
Isotope fractionation is TIMS can include a mass-
independent component in addition to the main mass-
dependent fractionation. For Pb, it was first observed 
as a systematic downward shift of the 207Pb/206Pb iso-
topic ratio normalized to 208Pb/206Pb toward the end of 
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analysis (Thirlwall 2000; Doucelance and Manhès, 2001). 
Analyses of mixtures of reference material SRM 981 con-
taining four natural isotopes of Pb and 202Pb-205Pb spike 
(Amelin et al. 2005b) have shown that the deviation from 
mass-dependent fractionation pattern is not unique for 
207Pb, but can be approximately described as decoupling 
of fractionation of odd-mass isotopes 205Pb and 207Pb 
from fractionation of even-mass isotopes 202Pb, 204Pb, 
206Pb and 208Pb. Since the 207Pb/206Pb ratio includes an 
even-mass and an odd-mass isotope, and the magnitudes 
of mass-dependent and mass-independent fractiona-
tion are only broadly correlated, the effects of anomalous 
fractionation cannot be completely eliminated by inter-
nal normalization. It has been suggested (Amelin et  al. 
2005b) that this fractionation component is related to 
nuclear field shift (Bigeleisen 1996), although the details 
of its nature and mechanism remain unclear.

The magnitude of odd–even isotope fractionation 
of Pb depends on the chemical formulation of the sil-
ica gel emitter and increases as the sample evapora-
tion progresses. The existing TIMS data (Amelin et  al. 
2005b) suggest that mass-independent fractionation of 
207Pb/206Pb ratio for Pb loaded with the Merck silicic 
acid emitter of Gerstenberger and Haase (1997), the most 
popular ion emitter in TIMS Pb isotope analyses, can be 
kept below 0.01%, and in most cases below 0.005%, by 

limiting the extent of sample evaporation to 60–70%. The 
mass-independent fractionation of Pb can be therefore 
maintained close to, or below, our significance thresh-
old, if we can tolerate a moderate reduction of the total 
ion yield due to excluding the data collected at the end of 
analysis. With increase of analytical precision that can be 
expected in the future, mass-independent fractionation 
of Pb can become a significant contributor to the total 
uncertainty, and it would be necessary to develop the 
methods for minimizing or correcting this effect.

Noise, losses and biases related to the ion 
detection system
The design and way of operation of ion detection sys-
tems influence precision and accuracy of measured 
isotopic ratios in a complicated way (Carlson 2014). 
The efficiency of ion detection can be close to 100%, 
or about an order of magnitude lower. The added noise 
can be high, or practically absent. The introduced biases 
that cause systematic uncertainties in the measured 
ratios vary from negligible to significant. Unfortunately, 
no existing system for ion detection combines the 
advantages of high efficiency, low noise and the absence 
of biases. The design of ion detectors, and developing 
an optimal way of their usage, is always a search for a 
compromise that is less detrimental to precision and 

Fig. 9 Changes in the 207Pb*/206Pb* model dates for the reference material EarlyTime 1× (the same analysis as shown in Figs. 7 and 8) as a function 
sample/spike ratio, expressed as fractionation-corrected 206Pb/205Pb ratio. Green, blue and red lines represent 10, 20 and 30% changes, respectively, 
in the abundances of minor isotopes in the 202Pb-205Pb spike, expressed as the ratios of 204Pb, 206Pb, 207Pb and 208Pb to the major isotope 205Pb, 
assumed in the data reduction. The horizontal orange line shows the significance threshold adopted in this study



Page 16 of 25Amelin  Journal of Analytical Science and Technology           (2024) 15:22 

accuracy of the isotopic ratios. Because of the complex 
interplay between noise, losses and biases that originate 
from the ion detection systems, these topics are dis-
cussed together in a dedicated section.

This discussion is restricted to “conventional” systems 
based on Faraday cups connected to various types of 
electrometer amplifiers, and ion counting systems, such 
as used in modern TIMS (and multicollector ICPMS) 
instruments. Other detectors that are used in different 
types of mass spectrometers are not considered here.

Duty cycle of single collector and multicollector ion 
detection
The loss of ions in the detection system can be described 
in terms of duty cycle—a fraction of one measurement 
period in which a signal is being registered. Let us con-
sider isotope analysis of Pb with 202Pb-205Pb spike, and 
monitoring interferences at masses 201 (138Ba31P16O2) 
and 203 (203Tl). If we use a mass spectrometer with 8 or 
more detectors that can be positioned for simultaneous 
detection of ions beams at all masses between 201 and 
208, and with sufficiently high baseline stability to allow 
measurement of the baseline before the beginning of 
ion beam acquisition, then the duty cycle of ion detec-
tion is approaching 100% for all measured isotopes. A 
small fraction of time required for centering and focus-
ing of ion beam is typically between 2–10%, and reduces 
the effective analysis duty cycle to 90–98%. If, instead we 
are using a mass spectrometer with a single collector to 
measure the same peaks, and set the integration time for 
each peak at the same value (e.g., 4  s) and the idle time 
between the peaks to allow magnet field settle at half that 
time (2 s), then the duty cycle of for each isotope will be 
mere 8.3%, or even lower if we consider time for center-
ing and focusing. In this example, the multicollector sys-
tem has a 12 times advantage in duty cycle, and hence 
in counting statistics, which translates into ca. 3.5 times 
advantage in precision based on the equations in sec-
tion  “Relationship between precision of isotopic ratios, 
sample size, and performance of the analytical proce-
dure”. Increasing integration time, decreasing idle time, 
re-arranging integration time between isotopes, and skip-
ping less important interference corrections can improve 
duty cycle of single collector measurements, but only 
slightly. Furthermore, these measures are associated with 
additional downsides and potential problems, e.g., mak-
ing the measurements more sensitive to ion beam insta-
bility, and increasing the risk of undetected interferences. 
The advantages in efficiency of simultaneous detection 
with a multicollector system thus are clear and obvious. 
Simultaneous detection also has an advantage of mak-
ing measurements practically insensitive to the relatively 
slow ion beam variations that are observed in TIMS.

Multicollector arrays can be constructed using either 
Faraday cups with electrometers, or ion counting mul-
tipliers, or their combination. All modern TIMS instru-
ments are equipped with Faraday multicollector arrays 
containing up to 9–16 channels—a sufficient number for 
Pb isotope analysis in static mode. Daly detectors and 
regular size secondary electron multipliers are larger 
than Faraday cups, and fitting similar number of these 
detectors in mass spectrometers is not possible with-
out increasing instrument dispersion and hence magnet 
size, which would make the instrument much larger and 
more expensive. One possible solution is to use smaller 
ion counters—continuous dynode multipliers (channel-
trons) or compact discrete-dynode multipliers (CDDs). 
These ion counters have, however, their own set of prob-
lems: poor peak shape, and often limited dynamic range 
and poor linearity. The other solution is to design a sys-
tem with a smaller number of regular-size ion counters 
of the best available quality. Such systems include up to 
5 secondary electron multipliers and/or Daly detectors. 
Isotope analysis of Pb with 202Pb-205Pb spike using such 
detector system would require 2–3 mass steps to cover 
the required mass range. The duty cycle of such analy-
ses for Pb isotopes most demanding for precision (202Pb, 
205Pb, 206Pb and 207Pb) can be up to 40–80%, so the 
reduction of precision due to ion loss would be moderate 
(up to ca. 1.5 times). If an array of high-quality ion coun-
ters can be made to operate with acceptable level of sys-
tematic uncertainties, then it can be an attractive option 
for Pb isotope analysis with minimum ion loss.

Noise of ion detection systems
Faraday cup multicollector systems have been installed 
in both commercial and custom-built mass spectrom-
eters  (e.g., Esat 1984) since early 1980s, but, despite 
their obvious advantages, single collector ion counting 
remains the preferred ion detection system for Pb-iso-
tope analysis in ID-TIMS U–Pb geochronology (Schoene 
2014; Schaltegger et  al. 2021), and is successfully used 
in Pb-isotope dating of meteorites (e.g., Connelly et  al. 
2012). The reason for sustained popularity of ion coun-
ters is their excellent noise characteristics. Dark noise of 
secondary electron multipliers, and photomultipliers that 
are used in Daly detectors, is typically around 0.02–0.1 
counts per second (cps), or 0.32–1.6*10−20 A, which is 
2–3 orders of magnitude lower than the typical ion beam 
of the least abundant isotope 204Pb in the samples with 
the lowest content of common Pb. The contribution of 
this noise to the measurements of more abundant Pb iso-
topes is completely negligible.

On the other hand, the noise of electrometer ampli-
fiers (Low level measurements handbook 2004) con-
nected to Faraday cups, is substantial. In most common 
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electrometers that include a high-value resistor in the 
feedback circuit, the main component of the total ampli-
fier noise is thermal or Johnson–Nyquist noise (Johnson 
1928; Nyquist 1928). The magnitude of resistor thermal 
noise, expressed in current or voltage units, is

where I is the noise current, V is the noise voltage, k is 
Boltzmann constant, T is absolute temperature, R is feed-
back resistance, and Δf is frequency—a reciprocal value 
of the integration time (Ireland et al. 2014).

The values of resistor thermal noise (Additional file 1: 
Table S2) strongly depend on frequency. The temperature 
dependence of the noise near ambient temperature is, 
however, rather small: increasing the temperature from 
16 °C (such as Phoenix and Isoprobe T at KBSI) to 38 °C 
(as in Triton Plus at ANU) changes the thermal noise by 
3.7%. There is, therefore, almost no inherent difference in 
noise between mass spectrometer designs that use heat-
ing or cooling to stabilize temperature of electrometer 
assembly, and hence gain ratios between channels.

Thermal noise changes proportionally to the square 
root of the feedback resistance, while the output volt-
age changes proportionally to the feedback resistance, 
therefore an electrometer with higher feedback resist-
ance allows us to measure ion beams with higher signal 
to noise ratio. If thermal noise was the only (or by far the 
dominant) component in the total amplifier noise, then 
the noise advantage would be proportional to the square 
root of the feedback resistance, i.e., an amplifier with  1012 
Ohm feedback resistor would give 3.16 times higher sig-
nal to noise ratio than an amplifier with commonly used 
 1011 Ohm feedback resistor, whereas an amplifier with 
 1013 Ohm feedback resistor would give 10 times higher 
signal to noise ratio than an amplifier with  1011 Ohm 
feedback resistor. The presence of other sources of noise 
that do not scale with feedback resistance (e.g., Ireland 
et  al. 2014) makes the real-life noise advantage of very 
high-Ohm amplifiers smaller, but it is still significant and 
provides a substantial advantage in precision of measure-
ments of small ion beams (Koornneef et al. 2014). Mass 
spectrometers equipped with electrometers with  1013 
Ohm amplifiers are now successfully used in Pb-isotope 
analysis in U–Pb ID-TIMS geochronology (e.g., von 
Quadt et al. 2016; Zhou et al. 2019).

Using electrometers with capacitors in the feedback cir-
cuit to measure ion beams in charge mode (Esat 1995; Ire-
land et al. 2014) makes it possible to avoid Johnson–Nyquist 
noise altogether. Measurements in charge mode are bur-
dened with thermal noise of the capacitor (Esat 1995):

(12)I =
√
(4 ∗ k ∗ T ∗�f /R)

(13)V =
√
(4 ∗ k ∗ T ∗�f ∗ R)

where C is capacitance, and the other symbols are the 
same as for Eqs. 12 and 13. This noise reflects statistical 
equilibrium of the charge in the capacitor, and is appar-
ent only for the reading of the capacitor (Ireland et  al. 
2014). Therefore, the contribution of the capacitor ther-
mal noise can be reduced by longer integration time and 
less frequent capacitor reading. The charge mode has 
been recently implemented in ATONA amplifiers that 
are installed in TIMS (and noble gas) instruments manu-
factured by IsotopX. Using an array of ATONA amplifiers 
for Pb and U isotope analysis has yielded better preci-
sion than measurements with a single Daly ion counter 
for the signals larger than 0.5–1 ×  10−14 A, which can be 
achieved for major isotopes of Pb for ca. 10 pg and larger 
loads (Szymanowski and Schoene 2020).

A charge collection amplifier of the next generation 
called Zeptona (Hockley et  al. 2021) is claimed by the 
manufacturer to yield an order of magnitude reduc-
tion of current noise compared to the ATONA systems, 
and is offered as an upgrade to the latter. To the best of 
my knowledge, there are no data from user laboratories 
showing the Zeptona performance so far. A notable fea-
ture of this design is that the Zeptona amplifier must be 
connected to a dedicated fixed Faraday cup. This sug-
gests that flexible wiring and/or other elements of mov-
able Faraday cup assembly of current generation can be a 
source of noise comparable in magnitude to the noise of 
the best electrometer amplifiers.

The difference between the thermal noise of feedback 
resistors and the dark noise of ion counters is huge. 
Even if we use conservative estimate of the dark noise 
of 0.1 cps (which is typically observed when multipliers 
approach the end of their usable lifespan), the thermal 
noise of an amplifier with  1013 Ohm feedback resistor is 
ca. 2,500 times higher than the multiplier dark noise, and 
the thermal noise of an amplifier with  1011 Ohm feedback 
resistor is ca. 25,000 times higher.

Long‑term stability of amplifier electronic baselines
In addition to noise, which is getting lower with increas-
ing integration time, electrometers can exhibit longer-
term changes in the readings of electronic baselines 
(which are referred to simply as baselines hereafter). 
Long-term stability of the amplifier baseline dictates the 
strategy of baseline measurements, which in turn influ-
ences duty cycle. If the amplifier is free from detect-
able drift or fluctuations at the scale of tens of minutes, 
or hours, then the baseline can be measured during 
sample warm-up, and all time of good quality ion emis-
sion can be used to acquire ion beam. If the baseline is 

(14)V =
√
(k ∗ T/C)
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drifting and/or fluctuating, it has to be measured more 
frequently, thereby reducing duty cycle.

A summary of amplifier noise measurements is shown 
in Additional file 1: Table S3 for three TIMS instruments: 
Triton Plus at the ANU and Isoprobe T at KBSI with  1011 
Ohm amplifiers operated in current mode, and Phoenix 
at Guangzhou Institute of Geochemistry with ATONA 
amplifiers operated in charge mode. The measurements 
were run for 1.4–3.0 h, and one extra-long measurement 
was run for 36 h. Comparison of the ratios of measured 
to theoretical (Johnson–Nyquist) noise at different inte-
gration times reveals both noise and drift patterns of the 
amplifiers. For the purpose of this discussion, this ratio is 
called normalized noise. In an instrument with electrom-
eters where Johnson–Nyquist noise is the main noise 
component, and long-term drift and fluctuations are 
absent, the normalized noise is close to unity irrespective 
of integration time.

For both instruments with amplifiers in current mode, 
short-term (5–8 s) normalized noise is close to unity. In 
the Triton, the normalized noise increases only slightly 
(up to ca. 1.4×) for ca. 80–800 s integration, but increases 
very significantly (6.6×) for the 36-h run. In the Isoprobe 
T, the normalized noise is close to 1 for 5 s integrations, 
but increases significantly (3.1×) for 500  s integrations. 
These data show that the Triton amplifiers are drifting 
at the scale of several hours, but are practically free from 
drift/fluctuations at the scale of minutes. In contrast, the 
Isoprobe T amplifiers are already drifting or fluctuating 
significantly at the scale of several minutes. Isotopic anal-
yses with both of these instruments thus require frequent 
baseline measurements, but the drift problem is more 
serious in the Isoprobe T.

Baseline measurements of ATONA amplifiers in the 
Phoenix reveal a different pattern: normalized noise is 
steadily reduced with increasing integration time. The 
data for this instrument indicate the absence of measur-
able baseline drift or fluctuations over 1.4–2.8 h. Reduc-
tion of the normalized noise for longer integrations is 
probably related to smaller contribution of the capacitor 
reading noise. An optimal measurement strategy with 
this instrument would be to measure the baselines during 
sample warm-up and use the longest possible measure-
ment intervals between amplifier readings for ion beam 
acquisition.

Dynamic range of the ion detection systems
The upper limit of the ion beam current that can be 
measured with electrometers with  1011 Ohm resis-
tors, and charge amplifiers that are installed in modern 
TIMS, is between  10−9 and  10−10 A, and does not pose 
any restriction for isotope analyses of sub-nanogram to 

low nanogram quantities of Pb, where the ion beams 
rarely exceed  10−11 A and are typically much smaller. As 
the resistivity of the feedback resistors of electrometer 
amplifiers increase, the upper limit of measurable current 
is reduced proportionally. For example, the amplifiers 
installed in Tritons have maximum measurable current 
of 5 ×  10−10 A with  1011 Ohm resistors, and 5 ×  10−12 A 
with  1013 Ohm resistors. Still, even with  1013 Ohm ampli-
fiers the upper limit of the measurable current is rarely a 
problem in Pb isotope analyses in geochronology.

The situation is different for ion counters. Continu-
ous dynode multipliers often have the upper limit of the 
counting rate of ca.  105 cps, i.e., 1.6 ×  10−14 A. This is too 
low for measuring all samples in modern U–Pb dating, 
with possible exception of the very smallest loads with 
reduced amount of 202Pb-205Pb spike. Discrete-dynode 
multipliers allow counting rates up to 1–1.5 ×  106 cps 
(1.6–2.4 ×  10−13 A), and Daly detectors—up to 3 ×  106 cps 
(ca. 5 ×  10−13 A). These current limits are adequate for 
most Pb loads analyzed in U–Pb geochronology, but the 
measuring conditions for samples containing more than 
100–200 pg of Pb can be less than optimal.

Accuracy of the ion detection systems
Accuracy of ion detection systems is a multifaceted prob-
lem. In includes linearity of individual detectors, stability 
of relative efficiencies of detectors used together for static 
multicollector ion beam acquisition, and the difficulty of 
precise cross-calibration of multiple detectors. Modern 
electrometer amplifiers are designed for achieving preci-
sion and accuracy of linearity and relative gain stability at 
part per million level, as illustrated, for example, by gain 
reproducibility (RSD) of 0.0002–0.0004% in the ANU 
Triton Plus over one month in 2021. The amplifiers in 
multicollector systems are precisely and accurately cross-
calibrated by applying the same current from a stable 
current source to each amplifier. The influence of these 
parameters on Pb isotope analysis at our significance 
level of 0.007% can be safely considered negligible.

Faraday cups can be affected by imperfect efficiency—
a partial loss of charge due to emission of secondary 
electrons or ions or both. Cup efficiency usually shows 
long-term drift caused by deposition build-up inside 
Faraday cups, and related changes of their emission 
properties (Holmden and Bélanger 2010). Non-unity 
cup efficiency can be corrected for (Davis 2020; Di et al. 
2021, and references therein) and can be reset to unity 
by replacing or cleaning cup liners. In any case, the 
deviation of cup efficiency from unity rarely reaches 
our significance threshold of 0.007% and usually is not 
considered a problem in geochronological Pb isotope 
analyses.
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Nonlinearity of ion counters is generally much greater 
than nonlinearity of electrometer amplifiers. The com-
ponent of ion counter nonlinearity that depends on their 
design has been a substantial problem in the past (Rich-
ter et al. 2001), but has been greatly reduced in the mod-
ern design of both secondary electron multipliers and 
Daly systems (e.g., Palacz et al. 2011). Another nonlinear-
ity component, caused by a period of non-responsiveness 
during processing of a pulse (called dead time) is inher-
ent to ion counting. In all modern ion counting detectors 
dead time (usually in the order of tens of nanoseconds) is 
measured, and appropriate corrections are applied. Two 
factors limit, however, the effectiveness of these correc-
tions. Firstly, the dead time measurement has its own 
uncertainty, which contributes to the uncertainty of the 
measured counting rate of the ion beam. Secondly, the 
magnitude of correction increases with the ion beam 
intensity, and eventually nonlinear components, related 
to arrival of two or more ions during the period of non-
responsiveness, are becoming significant. Uncertainty 
and nonlinearity of dead time correction are among the 
main reasons why the upper limits of operation of ion 
counters are restricted at 1–3 ×  106 cps.

Multicollector systems composed of ion counters can-
not be cross-calibrated by applying constant current, as 
it is done with electrometer amplifiers. Instead, these 
systems are calibrated by measuring a stable ion beam 
sequentially with each ion counting channel. This pro-
cedure takes several hours, and requires very stable ion 
beam of optimal intensity (high enough to achieve good 
counting statistics, but below the operating maximum), 
but can be done with uncertainty of 0.002–0.003%, well 
below our significance threshold. The problem is, how-
ever, that the relative gains of amplifiers tend to drift. In 
a study of performance of Pb multi-ion counting array 
(consisting of three regular size MasCom MC TE-Z/17 
multipliers and two CDD multipliers) in the ANU Triton 
Plus TIMS, Amelin and Huyskens (2013) determined the 
drift of relative gains by 0.05–01% per hour.

An alternative way of using the multiplier array is to 
measure signal at several mass steps, treat each channel 
as an individual detector, and pool the measured isotopic 
ratios. This approach does not depend on the multiplier 
gain stability, and can potentially produce precise and 
accurate results. However, it requires either peak flatness 
at the level of ca. 0.01% over the range of peak misalign-
ment between mass steps, or changing the dispersion 
quadrupole settings between the mass steps to keep the 
peaks aligned (if the instrument is equipped with a zoom 
lens to change dispersion), to circumvent the effects of 
imperfect peak flatness, which in the case CDD multi-
pliers can exceed 1%. The tests by Amelin and Huyskens 
(2013) on the ANU Triton plus showed that setting the 

dispersion quadrupole to ± 10  V changes the SEM gains 
by 0.1–0.3%, and to ± 20 V by up to 1.2%. The changes of 
the dispersion quadrupole settings required to keep the 
peaks aligned in the five-step multicollector procedure 
that was necessary to cover the mass range from 201 to 
208 were up to 16, which causes a ca. 0.6–0.8% changes 
in SEM gains. Such changes of SEM gains between the 
mass steps are unacceptably large for U–Pb geochronol-
ogy. No similar effect is observed for Faraday cups down 
to 0.002% precision level.

These tests indicate that the Pb multi-ion counting 
array in the instruments like the ANU Triton Plus is ade-
quate for measurements at ca. 0.1% level of precision and 
accuracy, as long as the dispersion setting is unchanged. 
Achieving a precision level close to our significance 
threshold for the needs of modern U–Pb geochronology 
would require either radical improvement in the multi-
plier gain stability, or a more thorough understanding of 
the interplay between the zoom optics and the multipli-
ers. Similar tests of multicollector ion counting systems 
in other types of TIMS would be highly desirable.

Theoretical uncertainties for ancient radiogenic Pb 
and their dependence on the measurement conditions
Using measured baseline noise characteristics presented 
in Additional file  1: Table  S3, we can calculate uncer-
tainties for isotope analysis of Pb with atomic abun-
dances of 206Pb = 25% and 207Pb = 15.5% (corresponding 
to 207Pb/206Pb = 0.62, a radiogenic isotope composition 
for a 4555  Ma material). The calculations are presented 
in Additional file 1: Table S4, and their results are shown 
in Figs.  10 and 11. In the absence of noise (black lines 
in Figs.  10 and 11), the minimum sample size required 
to achieve analytical precision corresponding to signifi-
cance threshold of 0.007% in static multicollector meas-
urements (100% duty cycle) is 2.9 pg for 100% ion yield, 
or 73 pg for 4% ion yield. Measurements on a single mul-
tiplier (duty cycle 10%) with ion yield of 4% would require 
730 pg of Pb.

Now let us consider measurements on a Faraday cup 
array with  1011 Ohm resistor amplifiers. The precision of 
analyses (colored lines in Fig. 10) and the amount of Pb 
required for achieving the precision threshold depend on 
how the measurements are organized. In the following 
discussion, we assume 4% ion yield and 80% duty cycle 
(i.e., 20% of time is spent on focusing, peak centering, and 
intensity adjustments), and the baseline is measured out-
side the time of optimal ion emission (e.g., during sam-
ple warm-up). If we could maintain and measure the ion 
beam for 10  min, and measure the baseline for 10  min, 
we could get the required precision from 247  pg of Pb. 
If, however, we measure at lower intensity for a longer 
time (60  min), we would require 954  pg of Pb, almost 
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four times more than in the previous case. The dark noise 
on the peaks is becoming a significant contributor to the 
total uncertainty. By taking a longer baseline measure-
ment (60 min on peak, 60 min baseline), we reduce the 
background uncertainty, and can get the desired pre-
cision from 532 pg of Pb. The choice of short (10 min), 
high intensity signal acquisition and long (60 min) base-
line measurement gives the best effective sensitivity: the 
required sample size is 202 pg.

Measurements with an instrument with low-noise 
amplifiers (6.15 ×  10−17 A/s, equal to 0.15 of Johnson–
Nyquist noise for amplifiers with  1011 Ohm resistors, 
and representing noise performance of ATONA ampli-
fiers, Additional file 1: Table S3), shown with red lines in 
Fig. 11, allow to achieve the same precision from substan-
tially smaller samples. For the combination of long signal 
acquisition and short baseline, which is most sensitive 
to the amplifier noise, using a mass spectrometer with 

low-noise amplifiers allow us to measure ca. five times 
smaller samples (187 pg vs. 954 pg). For the combination 
of short signal acquisition and long baseline, the advan-
tage of using a low-noise instrument is smaller but still 
significant (94  pg vs. 202  pg). In this case, the required 
sample size for a measurement on a low-noise instru-
ment is only slightly larger for a measurement with a 
completely noise-free multicollector instrument.

Noise modeling described above shows that both the 
amplifier noise and the design of analysis are similarly 
important. In order to achieve the best precision, we have 
to optimize both parameters. It is also important to be 
able to measure the baseline outside the time of optimal 
emission. This would allow us to minimize the contribu-
tion of background uncertainty to the total uncertainty 
without compromising duty cycle. Baseline measure-
ments can be carried out during sample filament warm-
up, or even overnight, if the amplifier baselines are free 

Fig. 10 Theoretical relative uncertainties (2σ) of 207Pb/206Pb ratios in Pb with atomic abundances of 206Pb = 25% and 207Pb = 15.5% (corresponding 
to 207Pb/206Pb = 0.62, a radiogenic isotope composition for a 4555 Ma material) for total amount of Pb from 1 pg to 100 ng. The black lines “zero 
noise 100% yield” and “zero noise 4% yield” show uncertainties of static multicollector measurements based on counting statistics only, calculated 
using Eqs. 6–8 and assuming total ion yields of 100% and 4%, respectively. Black dashed line shows uncertainties of peak jumping measurements 
on a single ion counting multiplier (ion yield 4%, measurement duty cycle 10%, zero amplifier noise). The three colored dashed lines show 
uncertainties calculated using Eq. 9 and assuming amplifier noise of 4 ×  10−16 A/s (equal to Johnson–Nyquist noise for amplifiers with  1011 Ohm 
resistors) and various times of baseline measurement (base) and signal integration (int) in minutes. The noise-related uncertainty components 
are calculated using Eqs. 10–11. For all calculations, it is assumed that the ion beam intensity remained constant during analysis, and that signal 
integration occupied 80% of the total measurement time (duty cycle 80%). The baseline is assumed to be measured outside the useful emission 
time (e.g., during warmup). The horizontal orange line shows the significance threshold adopted in this study
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from long-term drift and fluctuations that exceed the 
noise.

Measured versus theoretical uncertainties for ancient 
radiogenic Pb
In Fig. 12, precision of Pb isotope analysis in angrites and 
reference material SRM 981, measured in static multic-
ollector mode on the Triton at the Geological Survey of 
Canada in 2003–2007, is compared to the theoretical 
uncertainty values modeled in Additional file 1: Table S4. 
The two theoretical curves represent measurements on 
a mass spectrometer with baseline noise equal to John-
son–Nyquist of  1011 Ohm resistors, ion yield 4%, baseline 
integration time 30 min, signal measurement time either 
10 min or 60 min, and duty cycle of 80%. These param-
eters closely approximate the actual analytical conditions. 
There is generally a good agreement between modeled 
and measured precision, as most data plot between the 
two theoretical curves. Some points, however, are below 
the curve corresponding to 10-min signal measurement. 
Unusually high precision of these analyses can be caused 
by two reasons. Firstly, some samples produced higher 
total ion yields reaching 8–9%, about twice as high as 

the average value of 4% applied in the model. Secondly, 
higher precision can be a result of weighing by precision 
in calculation of the mean values of fractionation cor-
rected 207Pb/206Pb ratios (Amelin and Davis 2006). If the 
filament current is continuously increased, then there 
is relatively short period in the middle of the run where 
the intensity is the highest, and the within-block uncer-
tainty is the lowest (see Fig. 1 in Amelin and Davis 2006). 
These high-intensity blocks dominate calculation of the 
weighted mean 207Pb/206Pb ratios and their uncertain-
ties, and short duration of this part of the run reduces 
the dark noise on the peak, in the same way as shown in 
Figs. 10 and 11 for modeled uncertainties.

The best thermal ionization mass spectrometer
In this section, I do not discuss a hypothetical perfect 
mass spectrometer and do not compare instruments 
offered by various manufacturers. Instead, I am try-
ing to imagine a design most suitable for precise U–Pb 
geochronology (and other types of isotope analysis with 
small to medium size ion beams) that could be achieved 
by a combination of existing technologies if competition 

Fig. 11 Comparison of theoretical relative uncertainties (2σ) for Pb isotope analysis using amplifiers with noise of 4 ×  10−16 A/s (equal to Johnson–
Nyquist noise for amplifiers with  1011 Ohm resistors; blue lines), and amplifiers with noise of 6.15 ×  10−17 A/s (equal to 0.15 of Johnson–Nyquist 
noise for amplifiers with  1011 Ohm resistors, and representing noise performance of ATONA amplifiers shown in Additional file 1: Table S2; red lines). 
Solid curves with smaller symbols correspond to 10-min signal integrations, dashed curves with larger symbols—to 60-min integrations. Baseline 
measurement time is 10 min in all cases. All other parameters are the same as in Fig. 10
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between the mass spectrometer manufacturers and pat-
enting issues could be overcome (or disregarded), and 
a reasonable increase of the instrument cost (possibly 
bringing TIMS into the MC-ICPMS and MC-SIMS price 
range) could be tolerated.

1. The system should use multiple channels for simulta-
neous measuring of all isotopes of Pb—the reduction 
of duty cycle in single collector systems is inaccept-
able.

2. The system should use electrometer amplifiers con-
nected to Faraday cups for measuring major isotopes 
of Pb. Problems with linearity, dynamic range and 
gain stability preclude using ion counters for this 
purpose.

3. The collector array should include one ion counting 
multiplier channel for measuring 204Pb. Gain stabil-
ity of this ion counter relative to electrometer chan-
nels should be good enough to allow measurements 
of 204Pb with adequate accuracy in static mode with 
infrequent gain calibrations.

4. The electrometers should use technology that pro-
vides the lowest noise combined with fast response, 
wide dynamic range, and good long-term baseline 
stability. Charge collection such as implemented in 
Zeptona (and to a lesser degree ATONA) amplifiers 
seems to be the best currently available choice.

5. If it is confirmed that mechanical elements are 
indeed a significant source of noise at the level of 
Zeptona baseline as suggested above (section “Noise 
of ion detection systems”), then the system should be 
designed with an array of fixed collectors, and zoom 
ion optics for changing dispersion. The zoom should 
be tested for the absence of changes of channel gains 
with changing dispersion settings, such as those 
described above (section “Accuracy of the ion detec-
tion systems”) for Triton Plus.

A mass spectrometer that combines all the above fea-
tures is completely within the reach of the present-day 
technology. I hope that such an instrument will be avail-
able soon.

Fig. 12 Precision of Pb isotope analyses of angrites and reference material SRM 981 measured on the GSC Triton from Amelin and Davis (2006), 
Amelin (2008a, b), and Amelin et al. (2024), compared to theoretical noise level calculated as shown in Figs. 10 and 11 (baseline noise equal 
to Johnson–Nyquist of  1011 Ohm resistors, ion yield 4%, baseline integration time 30 min, signal measurement time either 10 min or 60 min, data 
acquisition occupies 80% of the total measurement time). The horizontal orange line shows the significance threshold
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Summary and conclusions
In a hypothetical analytical setup that is free from noise, 
losses and biases, a sample containing 2.9 picograms of 
4555  Ma radiogenic Pb would be sufficient to achieve 
precision of the 207Pb/206Pb ratio of 0.007% at 2σ level, 
corresponding to the 207Pb*/206Pb* age uncertainty of 
0.1  Ma—the state of the art of precision in Pb-isotopic 
dating of ancient materials. With the best currently avail-
able techniques and instrumentation, we would need 
about 20–30 times larger amount of Pb. The main reason 
why larger samples are required is loss of Pb by evapora-
tion from the filament as neutral atoms rather than ions. 
The other factor that deteriorates the precision versus 
sample size relationship is baseline noise of electrom-
eter amplifiers, although, with the best existing low-noise 
amplifiers and optimum planning of signal acquisition, 
the contribution of baseline noise to the total uncertainty 
can be small compared to the counting statistics. Several 
factors unrelated to mass spectrometry, including uncer-
tainties introduced by blank and spike subtraction, can 
also be significant.

Achieving a substantial increase in ionization efficiency 
of Pb, improvement of baseline stability, and reduction of 
analytical blanks are the key measures that could revolu-
tionize Pb-isotopic dating and greatly expand its appli-
cation range. Several other factors, such as losses and 
biases caused by sample leaching, and mass-independent 
isotopic fractionation in mass spectrometry, are cur-
rently less important, but can become significant parts of 
the total uncertainty as the required precision is pushed 
beyond today’s state of the art.
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